
An Actor based Software Framework for Scalable 

Applications 

Federico Bergenti1, Agostino Poggi2 and Michele Tomaiuolo2 

1 DMI, University of Parma, Parma, Italy 

federico.bergenti@unipr.it  
2 DII, University of Parma, Parma, Italy 

{agostino.poggi,michele.tomaiuolo}@unipr.it  

Abstract. The development of scalable and efficient applications requires the use 

of appropriate models and software infrastructures. This paper presents a soft-

ware framework that enables the development of scalable and efficient actor-

based applications. Each application can be configured with different implemen-

tations of the components that drive the execution of its actors. In particular, the 

paper describes the experimentation of such a software framework for the devel-

opment of agent-based modelling and simulation applications that involve a mas-

sive number of individuals. 
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1 Introduction 

Concurrency and parallelism are becoming the most important ingredients for develop-

ing applications running on nowadays computing platforms. However, one of the main 

obstacles that may prevent the efficient usage of such platforms is the fact that tradi-

tional (sequential) software is not the most appropriate means for their programming. 

Message passing models and technologies seem be one of the most attractive solution 

for the programming of current computing platforms because they are defined on a 

concurrent model that is not based on the sharing of data and so its techniques can be 

used in distributed computation, too. One of the well-known theoretical and practical 

models of message passing is the actor model [1]. Using such a model, programs be-

come collections of independent active objects (actors) that do not have shared state 

and communicate only through the exchange of messages. Actors can help developers 

to avoid issues such as deadlock, live-lock and starvation, which are common problems 

for shared memory approaches.  There are a multitude of actor oriented libraries and 

languages, and each of them implements some variants of actor semantics. However, 

such libraries and languages use either thread-based programming, which facilitates the 

development of programs, or event-based programming, which is far more practical to 

develop large and efficient concurrent systems, but is also more difficult to use. 

This paper presents an actor based software framework, called CoDE (Concurrent 
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Development Environment), that has the suitable features for both simplifying the de-

velopment of large and distributed complex systems and guarantying scalable and effi-

cient applications. The next section describes the software framework. Section 3 pre-

sents its initial experimentation in the agent-based modelling and simulation of Web 

and social networks. Section 4 introduces related work. Finally, section 5 concludes the 

paper by discussing the main features of the software framework and the directions for 

future work.  

2 CoDE 

CoDE (Concurrent Development Environment), is an actor based software frame-

work that has the goal of both simplifying the development of large and distributed 

complex systems and guarantying an efficient execution of applications.  

CoDE is implemented by using the Java language and takes advantage of preexistent 

Java software libraries and solutions for supporting concurrency and distribution. 

CoDE has a layered architecture composed of a runtime and an application layer. The 

runtime layer provides the software components that implement the CoDE middleware 

infrastructures to support the development of standalone and distributed applications. 

The application layer provides the software components that an application developer 

needs to extend or directly use for implementing the specific actors of an application. 

In particular, the development of an application usually consists in the development of 

the actor behaviors implementing the functionalities of the application and in the defi-

nition of the configuration (i.e., the selection of the most appropriate implementations) 

of the components the drive the execution of such behaviors. 

2.1 Actors 

In CoDE an application is based on a set of interacting actors that perform tasks 

concurrently. Actors are autonomous concurrent objects, which interact with each other 

by exchanging asynchronous messages. Moreover, they can create new actors, update 

their local state, change their behavior and kill themselves. Finally, they can set a 

timeout for waiting for a new message and receive a timeout message if it fires.  

An actor can be viewed as a logical thread that implements an event loop [2,3]. This 

event loop perpetually processes events that represent: the reception of messages and 

the behavior exchanges. CoDE provides two types of implementation of an actor, that 

allow it either to have its own thread (from here named active actor), or to share a single 

thread with the other actors of the actor space (from here named passive actor). More-

over, the implementation of an actor takes advantage of other four main components: a 

reference, a mailer, a behavior, and a state. Fig. 1 shows a graphical representation of 

the architecture of an actor. 

A reference acts as address and proxy of an actor. Therefore, an actor needs to have 

the reference of another actor for sending it a message. In particular, an actor has the 

reference of another actor if either it created such an actor (in fact, the creation method 

returns the reference of the new actor), or it received a message that either is sent by 



 

 

such an actor or whose content enclosed its reference. In fact, a message is an object 

that contains a set of fields maintaining the typical header information (e.g., the sender 

and the receiver references) and the message content. 

A mailer provides a mailbox, maintaining the messages sent to its actor until it pro-

cesses them, and delivers its messages to the other actors of the application. As intro-

duced above, a behavior can process a set of specific messages, leaving in the mailbox 

the messages that is not able to process. Such messages remain into the mailbox until a 

new behavior is able to process them and, if there is not such a behavior, they remain 

into the queue for all the life of the actor. A mailbox has not an explicit limit on the 

number of messages that it can maintain. However, it is clear that the (permanent) de-

posit of a large number of messages in the mailboxes of the actors may reduce the 

performances of applications and, in some circumstances, cause their failure. 

Fig. 1. Actor architecture 

The original actor model associates a behavior with the task of message processing. 

In CoDE, a behavior can perform two kinds of tasks: its initialization and the processing 

of messages. In particular, a behavior does not directly process messages, but it dele-

gates the task to some case objects, that have the goal of processing the messages that 

match a specific (and unreplaceable) message pattern. 

A message pattern is an object that can apply a combination of constraint objects on 

the value of all the fields of a message. CoDE provides a set of predefines constraints, 

but new ones can be easily added. In particular, one of such constraints allows the ap-

plication of a pattern to the value of a message field. Therefore, the addition of field 

patterns will allow the definition of sophisticated filters on the values of all the message 

fields and in particular on the content of the message. 

Often, the behaviors of an actor need to share some information (e.g., a behavior may 

work on the results of the previous behaviors). It is possible thanks to a state object. Of 

course, the kind of information that the behaviors of an actor need to share depends on 

the type of tasks they must perform in an application. Therefore, the state of an actor 

must be specialized for the task it will perform. 

An actor has not direct access to the local state of the other actors and can share data 



 4 

with them only through the exchange of messages and through the creation of actors. 

Therefore, to avoid the problems due to the concurrent access to mutable data, both 

message passing and actor creation should have call-by-value semantics. This may re-

quire making a copy of the data even on shared memory platforms, but, as the large part 

of the actors libraries implemented in Java do, CoDE does not make data copies because 

such operations would be the source of an important overhead. However, it encourages 

the programmers to use immutable objects (by all the predefined message content ob-

jects implementing as immutable) and delegates the appropriate use of mutable object 

to them. 

2.2 Actor Spaces 

Depending on the complexity of the application and on the availability of computing 

and communication resources, one or more actor spaces can manage the actors of the 

application. An actor space acts as “container” for a set of actors and provides them the 

services necessary for their execution. To do it, an actor space takes advantage of two 

main runtime components (i.e., the registry and the dispatcher) and two special actors 

(i.e., the scheduler and the service provider).  

The dispatcher has the duty of supporting the communication with the other actor 

spaces of the application. In particular, it creates connections to/from the other actor 

spaces, maps remote addresses to the appropriate output connections, manages the re-

ception of messages from the input connections, and delivers messages through the 

output connections. CoDE allows the use of different implementations of such a com-

munication component. In particular, the current implementation of the software frame-

work supports the communication among the actor spaces using ActiveMQ [4], Java 

RMI [5], MINA [6] and ZeroMQ [7]. 

 The registry supports the creation of actors and the reception of the messages com-

ing from remote actors. In fact, it has the duties of creating new references and of 

providing the reference of the destination actor to the dispatcher. which manages a mes-

sage coming from a remote actor. In fact, as introduced in the previous section, an actor 

can send a message to another actor only if it has its reference. But, while the reference 

of a local actor allows the direct delivery of messages, the reference of a remote actor 

delegates the delivery to the dispatchers of the two actor spaces involved in the com-

munication. 

The scheduler is a special actor that manages the execution of the actors of an actor 

space. CoDE provides different implementations of such a special actor, and the use of 

one or another implementation represents another factor that have big influence on the 

attributes of the execution of an application. Of course, the duties of a scheduler depend 

on the type of actor implementation and, in particular, on the type of threading solutions 

associated with the actors of the actor space. In fact, while the Java runtime environ-

ment mainly manages the execution of active actors, CoDE schedulers completely man-

age the execution of passive actors. 

The service provider is a special actor that offers a set of services for enabling the 

actors of an application to perform new kinds of actions. Of course, the actors of the 



 

 

application can require the execution of such services by sending a message to the ser-

vice provider. In particular, the current implementation of the software framework of-

fers services for supporting the broadcast of messages, the exchange of messages 

through the “publish and subscribe” pattern, the binding between names and references, 

the mobility, the interaction with users through emails and the creation of new actors 

(useful for creating actors in empty actor spaces). 

2.3 Actor and Scheduler Implementations 

The quality of the execution of a CoDE application mainly depends on the imple-

mentation of the actors and schedulers of its actor spaces. However, a combination of 

such implementations, that maximizes the quality of execution of an application, could 

be a bad combination for another application. Moreover, different instances of the same 

application can work in different conditions (e.g., different number of users to serve, 

different amount of data to process) and so they may require different combinations.  

As introduced above, from an implementation point of view, actors are divided in 

active and passive actors. The use of active actors delegates their scheduling to the 

JVM, with the advantage of guaranteeing them a fair access to the computational re-

sources of the actor space. However, this solution suffers from high memory consump-

tion and context-switching overhead and so it is suitable only for applications whose 

actor spaces have a limited number of actors. Therefore, when the number of actors in 

an actor space is high, the best solution is the use of passive actors and schedulers. In 

this case, the scheduler implements a simple not preemptive round-robin scheduling 

algorithm for the execution of various actors. On the other hand, each actor provides a 

method that allows it to perform a piece (from here called step) of the work (i.e., the 

processing of some messages) in each scheduling cycle. This last solution is suitable 

when it is possible to distribute the tasks in equal parts among the actors. If it does not 

happen, heavy actors should have a priority on the access to the computational re-

sources of the actor space. In this situation, a good solution is to provide a hybrid sched-

uler able to manage together active and passive actors and delegating to the active actors 

the heavy tasks. 

However, guaranteeing a good quality of execution in different application scenarios 

often requires the satisfaction of some constraints, that cannot be achieved by the same 

actor and scheduler implementations. For example, applications where actors act as 

proxy of real users should guarantee a fair access to the computational resources of the 

actor space, by limiting the number of messages that an actor can process in a single 

step. Heavy applications should try both to reduce the overhead of the scheduler and to 

offer an acceptable fair execution of the actors, for example, by extending the pro-

cessing of a single step to all the messages received before the scheduling of the actor. 

Applications where actors mainly communicate through the exchange of broadcast 

messages should try to reduce the overhead of the delivery of such messages. Finally, 

applications that involve a massive number of actors should try to reduce the overhead 

of managing the inactive actors. 

CoDE provides some actor and scheduler implementations that allow the improve-

ment of the quality of execution for different types of applications, including the ones 
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described in the previous paragraph. A large part of the implementations has few dif-

ferences among them. The most particular implementations are the ones that cope with 

the overhead of the delivery of broadcast messages and with the overhead of the man-

agement of inactive actors. 

For reducing the overhead of the delivery of broadcast messages, an actor implemen-

tation (called shared actor) uses a mailbox that transparently extracts the messages from 

a single queue, shared with all the other actors of the actor space, and a scheduler im-

plementation (called shared scheduler) that has the duty of the management of such a 

queue. To simplify the management of the queue, the shared actors can only get the 

messages sent in the previous scheduling cycle and, at the end of each scheduling cycle, 

the shared scheduler must add an “end cycle” message at the end of the queue and then 

remove the messages before the previous “end-cycle” that are already processed by the 

actors. 

For reducing the overhead of the management of inactive actors, an actor implemen-

tation (called measurable actor) offers a method providing the number of scheduling 

cycles from which it does not perform actions. Two scheduler implementations (called 

temporary and persistent schedulers) use such an information for removing actors from 

their scheduling list. After removing an actor, the temporary scheduler maintains the 

actor in the JVM memory and the persistent scheduler moves it in a persistent storage. 

This solution requires two different implementations of the registry component (called 

temporary and persistent registries) whose duty is to reload an actor, either from the 

JVM memory or from the persistence storage, when another actor sends a new message 

to it. 

3 Experimentation 

We experimented and are experimenting CoDE in different application domains and, 

in particular, in the agent-based modelling and simulation (i.e., the game of life, the 

prey-predators pursuit game, the flocking behavior of birds, the movement of crowds 

in indoor and outdoor environments, and the analysis of social networks) [8]. 

 Our work on the modeling and simulation of social networks started some years ago 

when we used agent-based techniques for generating and analyzing different types of 

social network of limited size [9,10,11]. Now we can take advantage of the CoDE soft-

ware framework for coping with very large social networks. Therefore, in a CoDE sys-

tem, actors represent the individuals of the social network and maintain their infor-

mation. Moreover, such actors can exhibit different behaviors, allowing both to coop-

erate in the measurements of the social network and to simulate the behavior of the 

represented individuals by performing the actions that they can perform in the social 

network. Of course, some additional actors are necessary, in particular, for generating 

the social network and for driving its measurements. 



 

 

The architecture we defined for agent-based modelling and simulation is a distributed 

architecture based on a variable number of actor spaces (Fig. 2 shows its graphical rep-

resentation). Each actor space maintains a set of measurable actors that are managed by 

a persistent scheduler. Moreover, the service provider takes advantage of a naming ser-

vice. 

Fig. 2. Massive agent-based modelling and simulation system architecture 

An important factor that simplifies the parallel construction of a social network is the 

availability of a universal unique identifier for each individual of the social network. 

Such an identifier permits to avoid the creation of actors representing the same individ-

ual in different actor spaces, thanks to the use of the naming service. In fact, the naming 

service allows to: 

- maintain the binding between the references of the active actors with the identifiers 

of the corresponding individual; 

- use the individual identifier to find an actor in the persistent storage; 

- cooperate with the naming services of the actor spaces to decide if a new actor must 

be created. 

We started the experimentation of such a system by modelling some social networks 

with a number of individuals that vary from some thousands to some millions of indi-

viduals. We built such models by using the data maintained in the “Stanford Large 

Network Dataset Collection” [12] and up to now, we are using them for performing 

some simple measures (i.e., diameter, clustering coefficient and centrality). The first 

tests we did compare the performances of the system with a deployment on a different 

number of computing nodes (from one to four). The results of the tests showed that a 

single actor space can manage social networks with some millions of individuals, but 

the use of additional actor spaces on more computing nodes gives an important im-

provement in the performances. In fact, the advantages on performance of the partition-

ing of the model of large social networks on some computing nodes are relevant for 

both the creation and measurement phases, because it is necessary to move a smaller 

number of actors from the scheduler to the persistent storage and vice versa. Of course, 
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our experimentation is at the beginning and the results are only of qualitative level. 

However, we are working hard for enriching the measurement phase with new func-

tionalities and for preparing a set of tests for acquiring a set of accurate measures of the 

performance of the system in its different configurations. 

4 Related Work 

Several actor-oriented libraries and languages have been proposed in last decades 

and a large part of them uses Java as implementation language. The rest of the section 

presents some of the most interesting works. 

Salsa [13] is an actor-based language for mobile and Internet computing that pro-

vides three significant mechanisms based on the actor model: token-passing continua-

tions, join continuations, and first-class continuations. In Salsa each actor has its own 

thread, and so scalability is limited. Moreover, message-passing performance suffers 

from the overhead of reflective method calls. 

Kilim [14] is a framework used to create robust and massively concurrent actor sys-

tems in Java. It takes advantage of code annotations and a byte-code post-processor to 

simplify the writing of the code. However, it provides only a very simplified imple-

mentation of the actor model where each actor (called task in Kilim) has a mailbox and 

a method defining its behavior. Moreover, it does not provide remote messaging capa-

bilities. 

Scala [15] is an object-oriented and functional programming language that provides 

an implementation of the actor model unifying thread based and event based program-

ming models. In fact, in Scala an actor can suspend with a full thread stack (receive), 

or can suspend with just a continuation closure (react). Therefore, scalability can be 

obtained by sacrificing program simplicity. Akka [16] is an alternative toolkit and 

runtime system for developing event-based actors in Scala, but also providing APIs for 

developing actor-based systems in Java. One of its distinguishing features is the hier-

archical organization of actors, so that a parent actor that creates some children actors 

is responsible for handling their failures. 

Jetlang [17] provides a high performance Java threading library that should be used 

for message based concurrency. The library is designed specifically for high perfor-

mance in-memory messaging and does not provide remote messaging capabilities. 

AmbientTalk [2] is a distributed object-oriented programming language that is im-

plemented on an actor-based and event driven concurrency model, which makes it 

highly suitable for composing service objects across a mobile network. It provides an 

actor implementation based on communicating event loops [3]. However, each actor is 

always associated with its own JVM thread and this limits the scalability of applications 

with respect to the number of actors for JVM. 

5 Conclusions 

This paper presented an actor-based software framework, called CoDE, that enables 



 

 

the development of scalable and efficient applications by configuring them with differ-

ent implementations of its components. Moreover, such a software framework is based 

on a simple actor model that simplifies the development of applications. In fact, the 

development of application consists in the development of the actor behaviors that im-

plement its functionalities and the definition of a configuration that choose the most 

suitable implementations for the components that drive the execution of the actors of 

the application. 

CoDE is implemented by using the Java language and is an evolution of HDS [18] 

and ASIDE [19] from which it derives the concise actor model. CoDE shares with Ki-

lim  [14], Scala [15] and Jetlang [17] the possibility to build applications that scale to a 

massive number of actors, but without the need of introducing new constructs that com-

plicate the writing of actor based programs. Moreover, CoDE has been designed for the 

development of distributed applications, while the previous three actor based software 

were designed for applications running inside multi-core computers. In fact, the use of 

structured messages and message patterns enables the implementation of complex in-

teractions in a distributed application, because a message contains all the information 

for its delivery to the destination and then for building and sending a reply.  Moreover, 

a message pattern filters the input messages not only with respect to their content, but 

also with respect to all the information they contain. 

CoDE has been mainly experimented in the agent-based modelling and simulation. 

Such an experimentation involved the development of systems with different features 

(number of actors, types of communication, ratio between active and inactive actors, 

etc.) and demonstrated that different configurations are necessary to obtain the best 

performance for different types and setup of systems. 

Current research activities are dedicated to extend the software framework to offer it 

as means for the development of multi-agent systems taking advantages of some design 

and implementation solutions used in JADE [20]. Future research activities will be ded-

icated to the extension of the functionalities provided by the software framework and 

to its experimentation in different application fields. Regarding the extension of the 

software framework, current activities have the goal of: i) providing a passive threading 

solution that fully take advantage of the features of multi-core processors, ii) enabling 

the interoperability with Web services and legacy systems [21], and iii) enhancing the 

definition of the content exchanged by actors with semantic Web technologies [22]. 

Moreover, future activities will be dedicated to the provision of a trust management 

infrastructure to support the interaction between actor spaces of different organizations 

[23], [24]. Experimentation of the software framework will be extended to the devel-

opment of: i) collaborative work services [25] and ii) agent-based systems for the man-

agement of information in pervasive environments [26]. 
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